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Abstract— A sensitive volume is developed using pulsed laser-
induced collected charge for two bias conditions in an epitaxial
silicon diode. These sensitive volumes show good agreement with
the experimental two-photon absorption laser-induced collected
charge at a variety of focal positions and pulse energies. When
compared to ion-induced collected charge, the laser-based sensi-
tive volume overpredicts the experimental collected charge at
low bias and agrees at high bias. A sensitive volume based
on ion-induced collected charge adequately describes the ion
experimental results at both biases. Differences in the amount
of potential modulation explain the differences between the ion-
and laser-based sensitive volumes at the lower bias. Truncation
of potential modulation by the highly doped substrate, at the
higher bias, results in similar sensitive volumes.

Index Terms—Pulsed laser, sensitive volume, single-event
effects, single-event transients (SETs), two-photon absorption
(TPA).

I. INTRODUCTION

HE single-event-effects (SEE) sensitive volume model
was first defined in [1] in order to relate the energy
deposited in a sensitive volume by an ionizing radiation event
to a circuit response. In order to enable the on-orbit estimation
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of single-event-effects rates, various versions of the sensitive
volume model have been developed and used successfully.
Early versions of the sensitive volume model defined the sen-
sitive volume geometry as a rectangular parallelepiped (RPP)
[1], [2]. Recent methods define a more complex sensitive
volume geometry [3], [4] utilizing nested RPPs with varying
collection efficiencies. Experimentally determined sensitive
volumes typically found at ground-based ion testing facilities
are often used as inputs to error rate calculation simulators,
such as the CREME96 tool [5]-[7] and the Monte Carlo
Radiative Energy Deposition (MRED) [3], [4].

Two-photon absorption (TPA)-based pulsed laser SEE test-
ing is useful because of the refined spatial and temporal control
of charge generation within devices while offering increased
availability and affordability compared to traditional ion beams
[8], [9]. Recent research provides a theoretical and computa-
tional framework for quantitatively predicting pulsed laser SEE
results [10], [11], empirical correlation of laser and ion results
[12], [13], and a laser equivalent linear energy transfer (LET)
approach to correlate charge generated from pulsed lasers
and ions [14]. These approaches all aim at correlating ion
experimental results to laser experimental results. However,
it would be useful to develop a quantitative, predictive rela-
tionship between ion- and pulsed laser-induced SEEs without
first empirically correlating laser and ion responses. A key
enabling metric toward this goal is to determine if there is a
common geometry for the sensitive volume generally useful
for both ion- and laser-induced charge collection estimates.

In this work, a large area Si diode fabricated on an epilayer,
similar to that used in [15], is used to compare sensitive
volume geometries defined by measurements of ion- and TPA
pulsed laser-induced collected charge. A common RPP sen-
sitive volume thickness is determined from laser-induced col-
lected charge measurements combined with optical simulations
of laser-induced charge distribution profiles at different pulse
energies and bias conditions. This sensitive volume geometry
is combined with ion LET curves to predict collected charge
from heavy-ion experiments and compared to a sensitive
volume defined from ion-induced collected charge. Despite the
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Fig. 1. Cross section of BMTI epitaxial silicon diode. The diode is 2.25 mm?
and 220-um thick. The p-n junction occurs roughly 6 xm into the silicon, the
epilayer is approximately 19-xm thick, and the substrate starts approximately
25 um into the silicon. There are 154 ,umz holes in the top metal contact,
allowing for topside illumination.

laser-defined sensitive volume exhibiting good agreement with
a laser-induced collected charge under a variety of conditions,
it only shows agreement with an ion-induced collected charge
under particular bias conditions. The physical mechanisms
responsible for the differences are discussed, and limitations
of quantitative ion-laser SEE measurements are considered.

II. EXPERIMENTAL SETUP

An epitaxial Si diode manufactured by Beijing Micro-
electronics Technology Institute (BMTI) was used as a test
structure in this article. A cross section of the diode is shown
in Fig. 1. The devices were manufactured with 154 zm? holes
in the top Al metal contact, allowing for top-side illumination
of the junction. The area of the metal holes accounts for less
than 0.1% of the total area of the top contact, so electrical
performance is not affected by the presence of the holes.
The holes in the metallization are small enough to perturb
the laser profile via beam attenuation and diffraction when
the laser is focused far from the surface of the device.
Effects resulting from the optical perturbations and surface
reflections on the silicon are accounted for in the optical
simulations when estimating the charge generated by the laser
pulse.

A detailed description of the measurement setup is found
in [16] and [17]. Ion testing was performed at Lawrence
Berkeley National Laboratory’s (LBNL) 88 Cyclotron using
the 10-MeV/u cocktail. The list of ions used is shown
in Table I [18]. For all ions, the flux was approximately 10’
particles-cm™2.s~!. The diode was biased at —5 and —90 V
for all experiments, resulting in depletion region widths of
roughly 4 and 15 um, respectively. A stainless steel pinhole
200 um in diameter and 100-um thick was used to isolate
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TABLE I
LBNL IoNs
I Energy Surface Incident LET Range in Si
on (MeV) (MeV-cm?/mg) (um)
Xe 1230 59 90.0
Cu 660 21 108
Si 290 6 142
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Fig. 2. Normalized time-integrated charge distribution output from Lumerical
for a pulse energy of 990 pl, at a focal position of 17.5 xm. The white arrow
shows the direction of pulse propagation and the white contour line shows
the FWHM contour of generated charge.

ion events to a small area of the active region of the diode,
eliminating charge collection produced by ion events outside
of the active diode region.

Pulsed laser testing was performed at the Naval Research
Laboratory (NRL) Ultrafast Laser Facility [18] using TPA at
a wavelength of 1260 nm, and pulse energies of 450, 750,
and 990 pJ. The pulse energy was measured using a cali-
brated linear photodiode [19]. The full-width at half-maximum
(FWHM) spot size and temporal width of the laser pulse were
1.36 um and 130 fs, respectively. A series of measurements
made by changing the depth of the laser focus within a device,
called a depth scan, was performed.

3-D optical simulations of the laser-induced charge
generation profiles were performed using Lumerical, a finite
difference time domain (FDTD) nanophotonic simulation
software package [20] (described in more detail later).
Fig. 2 shows a cross-sectional cut of the simulated
time-integrated charge distribution profile from Lumerical
using the NRL laser specifications and assuming pulse energy
of 990 pJ and a focal position of 17.5 um. A focal position
of 0 um corresponds to the laser light being focused on the
surface of the silicon, and positive focal positions correspond
to the laser being focused within the silicon.
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Collected charge results for a pulse energy of 400 pJ and a bias of (a) —5 V and (b) —90 V, a pulse energy of 750 pJ and a bias of (c) —5 V and

(d) —90 V, and a pulse energy of 990 pJ, and a bias of (e) —5 V and (f) —90 V. Experimental results are shown as red circles; the error bars represent one
standard deviation given 200 SETs. Lumerical integrated TCAD results are shown as black squares and laser-based sensitive volume predictions are shown
as green diamonds. Both the TCAD and sensitive volume predictions show good agreement with the experimental results across all three pulse energies and

two biases.

III. LASER-INDUCED COLLECTED CHARGE RESULTS

Lumerical FDTD Solutions is a nanophotonic simulation
tool that captures optical and nanophotonic effects through a
3-D solution of Maxwell’s Equations. Using an approach sim-
ilar to that reported in [9], Lumerical was modified to account
for the following nonlinear effects: Kerr effect, free-carrier
refraction and absorption, and TPA [21]. The output from
Lumerical is a time-integrated charge distribution, such as
that given in Fig. 2. For each pulse energy and focal position
in an experiment, a Lumerical charge distribution was gen-
erated and ported into Sentaurus TCAD for charge transport
simulations. Comparisons between the experimental collected

charge and results from the Lumerical—TCAD simulations
are given in Fig. 3 (red circles and black squares, respectively)
and show good agreement. This suggests that the Lumerical-
generated charge distributions are good representations of the
physical experiment. Continued investigations into the details
of the TCAD simulations, including choice of models and
parameters, as well as considerations of possible sources of
experimental error, are underway to help improve the accuracy
of future work.

A sensitive volume was defined based on the experimental
collected charge from laser-induced single-event tran-
sients (SETs) and time-integrated charge density profiles from
Lumerical. This laser-based sensitive volume was developed
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assuming: 1) a single sensitive volume with 100% collection
efficiency, 2) the volume is radially symmetric and spans
the entire device area, and 3) charge collection starts at
the surface of the device. These assumptions were informed
by TCAD simulations and device layout. Equation (1) is
the mathematical expression for the charge collected in the
sensitive volume defined here, where SDjasr 1S the sensitive
volume depth of interest, Oco is the collected charge, Qgen (V)
is the charge generated, V is volume, and A is the surface
area. Due to the large scale nature and cylindrical symmetry
of this device, the area component of the sensitive volume
is the entire device area; for nonsymmetric and highly scaled
devices, the particular geometry of the device should be taken
into account.

Qcoll = /// ngen(V) dv.

V=ASDaser

ey

A sensitive volume for each bias condition was found using
(1) with the experimental collected charge and Lumerical
charge distributions from the 24-um depth position at 990 pJ.
This data set was chosen because it represents the most
extreme of the possible conditions: 24-um depth has the
most deeply penetrating charge distribution, and pulse energy
of 990 pJ is the most likely to show nonlinear effects beyond
TPA. Sensitive volume depths of 23 and 26 um were found
for —5 and —90 V, respectively. The collected charge for each
of the other experimental focal positions was predicted by
integrating their Lumerical charge distributions over the sen-
sitive volumes found, also shown in Fig. 3 (green diamonds).
Overall, there is an excellent agreement between experimental,
Lumerical-integrated TCAD, and sensitive volume predicted
collected charges across all three pulse energies and both
biases. Differences between results seen at the higher pulse
energy, near the peak of the collected charge, are attributed to
the fidelity of the TCAD model and experimental uncertainty.
This demonstrates that it is possible to define a single sensitive
volume for this diode that well characterizes collected charge
for a variety of charge distributions and pulse energies.

IV.

A sensitive volume based on an ion-induced collected
charge was determined using a similar method to the
laser-based sensitive volume by integrating ion LET curves
from the stopping range of ions in matter (SRIM) [22]
to find the path length necessary to get the experimen-
tal collected charge. This is expressed mathematically in
(2), in which SDj,, is the sensitive volume depth of
interest, Qcon is the collected charge, LET(x) is the ion
energy loss as a function of depth, p is material density
(2320 mg/cm? for Si), Eepp is the electron-hole pair creation
energy (3.6 eV/ehp in Si), and ¢ is the elementary charge

ION-INDUCED COLLECTED CHARGE RESULTS

ap
Eehp

SDion
Qeotl = / LET(x)dx. @
0
An ion-based sensitive volume for each bias condition was
determined by finding a sensitive volume for each ion and then

taking the average of the three sensitive volumes to get a single
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Fig. 4. Ton-induced collected charge results for (a) —5 V bias and (b) =90 V
bias. Experimental results are shown as red circles; the error bars represent
one standard deviation given 10 000 SETs. Laser-based sensitive volume
predictions are shown as green diamonds, and ion-based sensitive volumes
are shown as blue triangles. The ion-based sensitive volume predictions
show good agreement with the experimental results at both biases, while the
laser-based sensitive volume differs from the experimental results at —5 V
and agrees at -90 V.

volume for each bias. The average was used to account for
possible beam contamination and noise in the measurements.
Sensitive volume depths of 15 and 25 um were found for
—5 and —90 V biases, respectively.

Both the ion- and laser-based sensitive volumes were used
to find predicted collected charge for each of the ions by
integrating the LET curves over the bias-appropriate sensitive
volumes. Fig. 4 shows the ion- and laser-based sensitive
volume predictions compared to the experimental results (blue
triangles, green diamonds, and red circles, respectively). The
ion-based sensitive volume shows reasonable agreement with
the experimental results, within 12% for both biases. The laser-
based sensitive volume, however, over predicts the collected
charge at —5 V by between 40%—75%. There is good agree-
ment between the laser-based sensitive volume prediction and
the experimental results at —90 V.

V. COMPARISON OF SENSITIVE VOLUMES

A visual comparison of the ion- and laser-based sensitive
volumes and the depletion width at the two biases is shown
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Fig. 5. Comparison for the ion- and laser-based sensitive volumes with the

depletion width at (a) —5 V and (b) —90 V. At —5V, the diode is only slightly
depleted and so there is 15 x#m of epilayer for potential modulation to occur.
At —90 V, the diode is almost fully depleted and potential modulation will
be truncated by the substrate after only 4 x#m. The sensitive volumes differ
when potential modulation is not truncated by the substrate.

in Fig. 5. The depletion width was found mathematically using
the depletion approximation and then verified using TCAD.
At -5V, the device is barely depleted with about 15 gm in the
epilayer for potential modulation to occur before interactions
with the heavily doped substrate occur. It is at this condition
that the ion- and laser-based sensitive volumes differ the most,
with an 8 xm difference. The sensitive volumes at —90 V are
nearly identical when the device is almost fully depleted with
only 4 um of epilayer in which potential modulation can occur.
This suggests that the differences in sensitive volume seen at
—5 V are due to differences in potential modulation between
the ion and laser that get truncated by the substrate when the
device is more fully depleted.

Finally, the ion- and laser-based sensitive volumes for both
bias conditions were input to CREME96 and error rates
were found. The error rates used the International Space
Station (ISS) orbit with solar minimum and quiet magne-
tosphere conditions (current solar conditions), and a critical
charge of 0.5 pC (minimum collected charge experimentally
observed). This resulted in error rates of 2.3 x 10~* SEEs-s~!
(=5 V, ion), 5.3 x 107* SEEs-s™! (=5 V, laser), 6.3 x 107%
SEEs-s~! (=90 V, ion), and 6.8 x 10~* SEEs-s~! (=90 V,
laser). At the lower bias condition, there is more than a
factor of two difference in the error rates, whereas there is
a negligible difference between the error rates at the higher
bias condition. This demonstrates that simply assuming the
laser always results in a worse response than that produced by
ions is not sufficiently predictive.

VI. CONCLUSION

Ton- and pulsed laser-induced collected charge experiments
were used to define sensitive volumes for an epilayer silicon
diode at two bias conditions. The single laser-based sensitive
volume describes the collected charge results from the laser
experiments at multiple pulse energies and focal positions,
whereas the laser-based sensitive volume agrees with ion
experimental results only at biases when the device is fully
depleted. When the device is not fully depleted, differences
in potential modulation between the ion- and laser-induced
charge cause the respective sensitive volumes to differ.

The differences in the sensitive volumes describing the
ion- and laser-induced collected charges have implications for
error rate calculations, one of the main uses for sensitive
volumes. The ion- and laser-based sensitive volumes from
—5 V were input to CREMEDY6, and the laser-based sensitive
volume results in an error rate that is over twice as large
as the ion-based sensitive volume. By using the laser-based
sensitive volume to predict ion-induced SEEs at -5 V results
in an overprediction of collected charge and error rate,
while at —90 V, the predictions agree with the experimental
results.

Despite the differences in the ion- and laser-based sensi-
tive volumes found here, a path forward for using pulsed
laser-induced SEEs to predict heavy ion-induced SEEs is
still possible. The type of analysis presented here, based on
detailed electrical and optical simulations, provides a possible
path toward a definition of physically informed sensitive
volumes. Using the appropriate simulation tools for each
of the charge deposition methods, an understanding of the
particular physics that defines the sensitive volumes can be
determined. By understanding the differences between the
important physics for ion- and laser-induced SEEs, the sen-
sitive volume model for one can be adjusted appropriately
to the other. This is correlating simulation spaces and then
using the appropriate simulation to predict SEEs, rather than
trying to directly correlate experimental ion- and laser-induced
SEEs. This process would be particularly useful for highly
scaled devices. Light interacts with highly scaled devices and
devices with metal-dielectric interfaces much differently than
ions [23], which necessitate a greater understanding of the
basic physics at play for both ion- and laser-induced SEEs.
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